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ABSTRACT 
Large Language Models (LLMs) have introduced a paradigm shift 
in interaction with AI technology, enabling knowledge workers 
to complete tasks by specifying their desired outcome in natural 
language. LLMs have the potential to increase productivity and 
reduce tedious tasks in an unprecedented way. A systematic study 
of LLM adoption for work can provide insight into how LLMs can 
best support these workers. To explore knowledge workers’ current 
and desired usage of LLMs, we ran a survey (n=216). Workers 
described tasks they already used LLMs for, like generating code or 
improving text, but imagined a future with LLMs integrated into 
their workfows and data. We discuss implications for adoption and 
design of generative AI technologies for knowledge work. 
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• Human-centered computing → Natural language interfaces; 
Empirical studies in HCI. 
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1 INTRODUCTION 
The public release of Large Language Models (LLMs) has enabled 
widespread use of generative AI by end-users. The ability to specify 
a goal in natural language has the potential to transform knowledge 
work through automation and augmentation [4, 5, 38, 41]. In fact, 
one CEO stated about knowledge work in 2023: “I could easily see 
30% of that getting replaced by AI and automation over a fve-year 

Permission to make digital or hard copies of part or all of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for proft or commercial advantage and that copies bear this notice and the full citation 
on the frst page. Copyrights for third-party components of this work must be honored. 
For all other uses, contact the owner/author(s). 
CHI EA ’24, May 11–16, 2024, Honolulu, HI, USA 
© 2024 Copyright held by the owner/author(s). 
ACM ISBN 979-8-4007-0331-7/24/05 
https://doi.org/10.1145/3613905.3650841 

period” [5]. Yet, accounts of knowledge workers using LLMs in 
the workplace are limited [43] and the evolution of generative AI 
based tools for knowledge work is just beginning with new tools 
like CoPilot for MSOfce 3651, and Zoom AI Companion2. A better 
understanding of how knowledge workers use and want to use 
LLMs will provide insight into the design of LLM-based systems 
that support workers’ needs. 

Knowledge workers, who we will refer to as workers, are those 
“with high degrees of expertise, education or experience and the 
primary purpose of their jobs involves the creation, distribution, or 
application of knowledge” [12]. We focus specifcally on knowledge 
workers in an enterprise context, specifcally, a large international 
technology company. Despite technological advancements, there is 
still pressure for workers to improve productivity [24]. Increased 
automation can improve productivity, reducing tedious and manual 
tasks, but also has challenges. Knowledge work is often complex and 
dynamic, with workfows involving multiple people and various 
information and data sources [23, 30]. Our aim was to explore 
both the details and context of current knowledge worker adoption 
of LLMs and future desired LLM-based tool use, thus providing 
insights into workers’ needs for LLM-based tools [9]. Our survey 
(n=216) captured workers’ descriptions of current and desired use of 
LLMs within a large international technology company in Summer 
2023. Our research questions are: 1) how do knowledge workers 
currently use LLMs for their work tasks and personal tasks, and 
how do they try out LLMs, and 2) how do knowledge workers want 
to use LLMs in the future for their work? 

We describe four categories of LLM usage for work: for creation, 
to fnd or work with information, to get advice, and for automation. 
Current LLM usage for work focused on creation of artifacts and 
ideas, fnding or learning new information, and improving existing 
artifacts. Workers’ personal use of LLMs involved requests for ideas 
and guidance, even on high-risk topics. Workers hope that LLMs can 
support insight generation, guidance, validation, and automation of 
tasks. Our contributions are: 1) how knowledge workers currently 
use LLMs for work tasks, personal tasks, and exploration, 2) how 
workers want to use LLMs in the future, and 3) implications and 
challenges for design. 

1https://blogs.microsoft.com/blog/2023/03/16/introducing-microsoft-365-copilot-
your-copilot-for-work/ 
2https://www.zoom.com/en/blog/zoom-ai-companion/ 
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2 RELATED WORK 
Our work contributes to research on adoption of LLMs, intelligent 
agents at work, and knowledge workers. 

2.1 Adoption of LLMs 
The recent public availability of LLM technologies, such as Chat-
GPT [8], Bard [3], and GitHub CoPilot [19], has enabled broad 
swaths of the public to experiment and use LLMs in a variety of 
contexts. Research has identifed the way people use LLMs and gen-
erative AI in a variety of contexts, such as education [54], health-
care [55], writing [22], and personal use [47, 50]. Closest to our 
work, an interview study of 22 information workers in the spring 
of 2023 found that knowledge workers were using ChatGPT for: an-
swering questions, serving as a search engine, generating content, 
improving content, generating and improving code, supporting 
learning, and handling emails and reminders [43]. A study of an 
LLM programming assistant showed that users were using the 
tool for tasks like explaining code and recalling syntax, while they 
wanted to use the tool for tasks like refactoring and getting sugges-
tions for code improvements [44]. We support and expand upon 
knowledge worker LLM usage, exploring how diferent adoption 
groups use LLMs diferently, and exploring how knowledge work-
ers want to use LLMs to augment and automate their work in the 
future. 

2.2 Conversational Agents, Chatbots and 
Intelligent Agents at Work 

Though LLMs have many applications and potential usages, Chat-
GPT [8] and the nature of text generation makes conversational 
agents a natural application of LLMs. Conversational agents, chat-
bots, and intelligent agents enable users to interact through natural 
language with a system to accomplish a variety of goals, such as 
information search [53], data analysis [17], and coding [44]. In the 
workplace, research on conversational agents has centered around 
intention to use and perceptions [20]. The perceptions and use of 
chatbots and intelligent assistants in the workplace is highly per-
sonal [14] and contextual [25]. For example, use of a chatbot for IT 
workers was impacted by users’ understanding of the tool and use 
of the chatbot in rational vs. emotional ways [21]. Our results are 
not specifc to conversational systems, but may apply to the use 
and design of conversational agents for knowledge workers. 

2.3 Enterprise Knowledge and Information 
Workers 

Researchers have found a variety of challenges in knowledge work. 
For example, work tasks are often part of larger workfows, which 
are often implicit, requiring mining to capture them [13, 51, 52]. 
Within a workfow, work is often interrupted, requiring people 
to leave and return to contexts [2, 36]. These contexts require 
many digital artifacts and resources, which workers utilize for 
individual tasks and across workfows [2, 27]. These challenging 
aspects of modern knowledge and information work can lead to 
stress and well-being concerns [37]. Researchers have aimed to 
support workers in fnding and handling resources [45], coordina-
tion of work [26], email management [35], skill acquisition [31], 

well-being [49], and productivity [11]. However, challenges and 
annoyances remain in knowledge work, as well as a need to better 
understand how to support productivity [40]. Our work contributes 
to the understanding of knowledge workers by documenting the 
ways workers are currently attempting to use LLMs for work and 
how they would like to use LLMs. 

3 METHODS 

3.1 Survey 
3.1.1 Design Process. We chose to use a survey for this research 
because we wanted to capture a large number of responses across 
a broad population of workers. Since the availability of LLMs for 
the general public is still relatively new, we also wanted to explore 
how workers described their current and future uses of LLMs in 
their own words. Thus our survey contains primarily open-ended 
questions and some multiple choice and Likert-scale questions. We 
focused our survey on LLMs with text inputs and outputs (such as 
ChatGPT, Bard, etc) to limit the scope. To design our questions, we 
were inspired by the activity checklist [29]. The activity checklist 
has four main concerns: means and ends, environment, learning, 
and development. We designed questions about knowledge workers’ 
background and their goals in using LLMs (means and ends). Our 
survey also asks about the larger context and workfow around LLM 
usage (environment), users’ frustrations in using LLMs (learning), 
and how workers would like to use LLMs in the future (develop-
ment). This paper will focus on users’ backgrounds, current use 
of LLMs, and desired future use of LLMs. Two authors iterated on 
the survey questions, including discussion with two other authors 
and fve pilot participants before fnalizing the questions. Pilot tests 
showed that the survey took about 15-20 minutes to complete. 

3.1.2 Survey Qestions. Our survey began with informed consent 
and collection of background data: job role, work location, experi-
ence with programming and AI, and trust in AI [28]. It then asked 
participants questions about their adoption of LLMs (use for work, 
use for personal, only trying it out, or no use, as shown in Figure 1). 
If they selected that they used it for work, they went down the 
work-use path, regardless of whatever else they selected. If they 
didn’t select work but did select non-work, the survey directed 
them down the non-work path. If they did not select work or non-
work LLM use, but did report that they had tried out an LLM, they 
were sent down the tried-it path. Participants who had not used 
LLMs for other purposes followed the no-use path. Participants 
who had used LLMs for work or personal tasks received a similar 
set of questions, probing at details of the tasks, while those who 
had only tried out LLMs or had not used them at all had similar sets 
of questions. Finally, the survey asked all participants about their 
idealized future uses of an LLM at work. The survey questions are 
available in the supplementary material. 

3.2 Participants 
We recruited participants broadly across a large international tech-
nology company through internal Slack channels from June 23, 2023 
to August 1, 2023. We aimed to recruit across a wide range of tech-
nical experience, AI experience, job roles, and geographic regions. 
We analyzed the data from 216 participants who completed the 
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Figure 1: High-level survey fow, with topics discussed based on question of how they used LLMs. 

survey. Our participants were primarily from North America (63%), 
Europe (22%) or Asia (10%). Many participants had at least partially 
technical roles (45%), but more than half were non-technical, with 
roles like design/UX (19%), sales (16%), and marketing (11%) (see 
Table 4). Our participants were roughly evenly split between having 
used LLMs for work (24.5%), for personal use but not work (27.8%), 
having tried out LLMs (26.9%), and not having used LLMs at all 
(20.8%) (see Table 1). 

3.3 Data and Analysis 
We performed a qualitative analysis of our open-ended responses 
to categorize the ways participants use and want to use LLMs 
using an inductive refexive thematic analysis [6, 7]. We chose an 
inductive approach, as our study was exploratory in nature. We 
followed the six phases of thematic analysis: 1) familiarization 
with the data, 2) generate initial codes, 3) search for themes, 4) 
review themes, 5) defne and name the themes, and 6) produce the 
report [6]. Two authors familiarized themselves with the data for 
both current and future uses of LLMs by reading through it multiple 
times and taking notes. They then generated initial codes, sorted 
the codes into themes, and collected the data for those themes. 
They then reviewed the themes together, checking that the data 
ft into the themes and revising themes when needed. To remain 
faithful to the refexive thematic analysis method, we did not aim to 
establish inter-rater reliability but instead acknowledge the impact 
of the authors on the analysis, as Research Scientists and Designers 
at a large international technology company that has a focus on 
AI [6, 18, 39, 42]. 

4 RESULTS 
We answer our research questions: 1) How do knowledge workers 
currently use LLMs for their work tasks and personal tasks, and 
how do they try out LLMs and 2) How do knowledge workers want 
to use LLMs in the future for their work? We describe participants 
by their highest level of adoption (in order from work to no-use, 
where we believe work use is more adoption than personal use). 

Table 1: Adoption groups (n=216) 

Count % Users LLM use Programming % Sig. AI 
Exp. (1-10) work exp. 

53 24.5% work-use M=6.1, SD =3.2 26% 
60 27.8% personal-use M=4.6, SD=3.3 12% 
58 26.9% tried-it M=5.2, SD=3 3% 
45 20.8% no-use M=4.5, SD=3.2 7% 

4.1 RQ1: How do knowledge workers currently 
use LLMs for their work tasks and personal 
tasks, and how do they try out LLMs? 

We wanted to understand the kinds of tasks workers described 
currently using LLMs for (171 participants: work-use, personal-
use, and tried-it). We describe current LLM usages across three 
categories: creation, information, and advice. 

4.1.1 Creation. There were two main ways users wanted LLMs to 
help them in creation: text they could use for their goal (creation-
artifact) or ideas that they could use to further their thinking on 
a topic (creation-idea). Workers described generating technical 
artifacts, like code or commands. P135-work said that they used 
an LLM “to generate unit test with lots of mock data for my code.” 
Current creation requests are often discrete, like SQL commands 
(P231-work) or an Excel script (P223-work). For non-technical work, 
workers used LLMs for “‘starter’ draft responses [for a chatbot] that 
I mod in brand voice and edit for accuracy” (P198-work) and “to 
get me started on writing a job req [job requisition]” (P255-work). 
Importantly, workers discussed these generations as starting points 
or drafts, such as P274-work who wrote: “The code snippet didn’t 
work as-is, but it was helpful as a starting point for my code.” Workers 
also sought novel ideas or brainstorming support from LLMs. P69-
work said: “We asked ChatGPT to brainstorm a list of design/research 
skills that would be helpful to help grow our team.” However, workers 
faced challenges, like in using LLMs for creative text generation: 
“My main challenge is that, in doing creative work, the platforms I use 
try to make everything so neat and tidy, like a boring human trying to 
sound "correct" but not really that good or interesting” (P143-work). 

Those who used LLMs for personal use or those who had only 
tried out LLMs completed similar tasks as work use, but focused on 
using LLMs to generate ideas and creative text. Personal-use users 
sought ideas throughout their daily life, such as “travel itineraries” 
(P60-personal), “cooking recipe ideas” (P61-personal), and “work-
out schedules” (P220-personal). Those who only tried out LLMs 
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Table 2: Themes and sub-themes for LLM usage 

Theme Sub-Theme Description Example 

Creation 
Artifact Generate a new artifact to be used directly or with some 

modifcation 
To write a Python code snippet for me 

Idea Generate an idea, to be used indirectly Use for persona ideas 

Information 
Search 
Learn 
Summarize 

Seek a fact or piece of information 
Learn about a new topic more broadly 
Generate a shorter version of a piece of content that de-

To fnd better description of the Open Source code which I study 
To explain to me how diferent technologies work 
Summarize text from external websites 

scribes the important elements. 
Analyze Discover a new insight about information or data. Log analysis 

Advice 
Improve 
Guidance 
Validation 

Generate a better version 
Get guidance about how to make a decision. 
Check whether an artifact satisfes a set of rules or con-
straints. 

To re-write text that was otherwise too complex 
Try to fgure out the ideal amount of time a project should take 
Document checking to ensure all required elements are included 

Automation Automation Complete a task in a piece of software with less or no Schedule meetings for multiple participants and rearrange their 
human efort. other meetings that confict 

requested creative generations, such as “Writing children’s stories 
for amusement purposes” (P141-tried). While there may be some 
overlap in needs between personal and work creation uses, such as 
needing creative capabilities, work use tasks often require knowl-
edge that is specifc and detailed, while non-work tasks use more 
common knowledge, such as cooking or travel. 

4.1.2 Information. Workers often described using LLMs to obtain 
or understand information by: fnding particular pieces of infor-
mation (search), gaining new information about a topic (learn), 
obtaining a concise description of longer content (summarize), or 
gathering new insights about information or data (analyze). Despite 
the known issue of LLMs providing incorrect responses that sound 
correct [46], workers still used LLMs in place of search even for 
specialized work topics. For example, P257-work wrote: “Getting 
answers on security topics instead of googling them.” One participant 
described their use of an LLM for learning in detail: “Once I heard 
we are about to start working with Kubernetes, I immediately started 
a chat with ChatGPT about everything pertaining to it. It summarizes 
really well, and it matches itself to me in terms of complexity and 
professionality.” (P174-work). While this is useful in some cases, the 
same participant noted that they found a lack of knowledge about 
REST APIs, with the LLM even providing examples from a wrong 
API. Finally, work-use participants used LLMs to summarize lengthy 
public content (P258-work). Both summarization and analysis have 
limitations, such as token limits, that can made it challenging for an 
end-user to use LLMs for these use cases (P322-work). Outside of 
work, tried-it users asked questions as a way to evaluate the quality 
of LLMs. For example, P108-tried described how they experimented 
with LLMs as: “basics, like answering questions.” These users knew 
the answers and were testing whether the LLMs could provide the 
correct answers. 

4.1.3 Advice. Workers currently use LLMs to obtain three kinds 
of advice: 1) improve, in which the LLM takes a user’s artifact and 
makes it better, 2) guide, in which the LLM makes a recommen-
dation about how to proceed, and 3) validate, in which the LLM 
checks whether an artifact fulflls a set of requirements. Current 
LLM usage focuses on improvement of artifacts, often generally 
improving writing. P33-work wrote that they used an LLM to: “help 

me improve my writing (e.g. make a sentence more concise or coherent, 
come up with a more suitable word to describe something).” However, 
even in seemingly simple cases like grammar fxes, workers did not 
always get back what they expected: “get frustrated if I ask only fx 
grammar and got back the paragraph with changed meaning” (P123-
work). Several work-use participants also used LLMs for validation 
or guidance with respect to bugs or errors in code or software. 

Outside of work, users requested specialized guidance from LLMs 
on topics that typically require expertise and personalized con-
text. Users had used LLMs for “diagnosing a respiratory infection 
and researching treatment” (P37-personal), parenting advice (P47-
personal), and advice for purchasing a house (P87-personal). Con-
sidering known risks with outputs as well as privacy concerns, we 
were surprised that workers were using LLMs for these types of 
advice. 

4.2 RQ2: How do knowledge workers want to 
use LLMs in the future for their work? 

We describe four categories of desired LLM usages (creation, in-
formation, advice, and automation) for the 181 workers who envi-
sioned future LLM uses at work (96% of work-use, 83% of personal-
use, 79% of tried-it and 76% of no-use). 

4.2.1 Creation. Imagined future uses of LLMs are complex, inte-
grated into work, and include specialized skills beyond code. Work-
ers described wanting to generate documentation and tests for code 
(P309-personal) and spreadsheet building (P38-nouse), rather than 
the code snippets users currently generate. Workers also want even 
further help with creating artifacts that are central to their job roles, 
like papers (P34-work), “epics and user stories” (P282-work), “sales 
or training presentations” (P263-tried), reports (P260-work), and per-
formance reviews (P340-tried). Yet, workers still talk about using 
LLMs for “a frst draft” (P353-nouse) and for writing the “fufy part 
of documents” (P243-nouse). 

4.2.2 Information. In the future, workers want to be able to per-
form information tasks using their own data, especially searching, 
summarizing, and analyzing. In an ideal future, workers want to use 
LLMs to search within their own data, such as “I would love to train 
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a bot with all of the guild’s content so I can ofer a bot to answer FAQs 
on Slack” (P140-personal), or “I would like to be able to upload all 
of our source code, and the companies policies and best practices into 
a LLM. Then I could ask it questions when other developers are gone 
for the day or have left the company” (P39-work). These scenarios 
involve more than merely a basic input and output interaction with 
an LLM due to the large amounts of data. Workers also described fo-
cused summarization needs, such as support with meeting minutes 
(P329-personal), emails (P180-personal) and “create an on-the-glass 
view based on multiple projects across multiple dashboards to show 
me one view with status updates, milestone dates” (P98-personal). 
Workers seemed more interested in using LLMs for summarizing 
and analysis in the future and described using LLMs integrated into 
their data and workfows. 

4.2.3 Advice. Workers also described future scenarios including 
validation and guidance based on their data. P135-work hoped that 
LLMs could: “do code reviews that analyze the pull request description 
to check if it’s properly worded, and to see if the description matches 
the actual changes in the fles.” P33-work wants suggestions on 
demand: “It might be helpful if an LLM could be embedded into those 
tools [for visual artifacts] and suggest ideas or improvements when I 
ask for them.” Workers also wanted to be able to request feedback 
on other specialized work, like user research tasks (P110-personal). 

4.2.4 Automation. Workers described future scenarios where LLMs 
would perform tasks for them, requiring access to APIs or control 
over user interfaces. For example, workers described wanting LLMs 
to “handle my calendar” (P186-work) or provide “‘status updates’ 
from project management activities” (P332-personal). 

5 DISCUSSION 
We discuss: 1) our work in the context of prior work, 2) design 
implications and challenges, and 3) limitations. 

5.1 Current and Future LLM Use Cases 
We present an analysis of the ways knowledge workers currently 
use LLMs and want to use LLMs in the future. Our fndings both 
support and expand upon previous fndings. Our usage themes and 
sub-themes capture LLM usages described in multiple prior studies 
in various domains (see Table 3), providing a detailed and cohesive 
view of LLM use for knowledge work. The closest work to ours 
outlined a set of worker LLM usages that align with 6 of the 10 
types of LLM usage that we describe [43]. Our results indicate that 
workers of a variety of roles, including non-technical ones, already 
use LLMs for generation of work documents, ideas, learning and 
fnding information, and improving their writing. In the future, 
workers hope to be able to use LLMs to capture insights about 
their own data as well and automate their tasks. Both current and 
future tasks require that the LLM has certain abilities in order to 
generate valuable content or provide correct information. Finally, 
both current and future use of LLMs at work requires oversight. 

5.2 Design Implications and Challenges for 
LLM-based Tools for Knowledge Workers 

5.2.1 Support specialized skills. Across the tasks users described 
both for current and future LLM usages, specialized skills are critical, 

CHI EA ’24, May 11–16, 2024, Honolulu, HI, USA 

Table 3: Support and expansion of prior work with our fnd-
ings 

Theme Sub-Theme Prior work that includes this type of 
LLM task 

Creation 
Artifact 

Idea 

work [43], writing [22], education [54], 
general [47, 48, 50] 
work [43], programming [44], gen-
eral [47, 48, 50] 

Information 
Search 

Learn 

Summarize 
Analyze 

work [43], programming [44], gen-
eral [47, 48, 50] 
work [43], programming [44], gen-
eral [47, 48, 50] 
writing [22] 
education [54], healthcare [55] 

Advice 
Improve 

Guidance 
Validation 

work [43], programming [44], writ-
ing [22] 
education [54], healthcare [55] 
education [54] 

Automation Automation work [43] 

meaning that 1) workers need to be able to determine if an LLM-
based system has been trained on the necessary information for 
their task, and 2) workers may beneft from being able to customize 
their LLM-based tools. Transparency, such as through documen-
tation, may help workers determine whether an LLM-based tool 
has critical knowledge, but is often missing or lacking necessary 
detail in proprietary models [34]. Reporting frameworks have been 
developed for AI systems [1], but users likely need more than static 
documentation [10, 33]. If a user is an expert in their LLM-based 
task, they may be able to oversee the work, but workers also use 
LLMs for tasks they are not experts in. Future work could explore 
how workers are currently evaluating LLM capabilities for tools 
they are not experts in. One direction may be to leverage the collab-
orative nature of work through social transparency [16]. Even if an 
LLM-based system has the capabilities necessary to support a par-
ticular task, there may be specifc details necessary for a worker or 
company. For example, one worker found that ChatGPT provided 
information about Kubernetes at the correct level for them, but that 
same information would not necessarily be at the appropriate level 
for another worker. Research has begun to investigate algorithmic 
personalization [15, 32]. Future work could explore how to enable 
workers to customize LLM-based tools for their specialized contexts 
in cases where a prompt is not enough. 

5.2.2 Support Integrated Workflows and Data. Workers described 
desired future LLM usage in which LLMs are integrated into their 
workfows and leverage their own data. During the time period we 
collected responses, participants in our population did not have 
access to integrated LLM tools that have begun to be released, 
such as Microsoft’s CoPilot3 for tools like Word, PowerPoint, Excel, 
and email or the AI companion within Zoom4. These tools may 
begin to address some of the needs and desires of workers, such 
as presentation and spreadsheet building, as these AI tools will 
have access to the user’s data. One challenge in this space is that 
3https://blogs.microsoft.com/blog/2023/03/16/introducing-microsoft-365-copilot-
your-copilot-for-work/
4https://www.zoom.com/en/blog/zoom-ai-companion/ 

https://4https://www.zoom.com/en/blog/zoom-ai-companion
https://3https://blogs.microsoft.com/blog/2023/03/16/introducing-microsoft-365-copilot
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workers have complex, individual and contextual workfows that 
span multiple applications and data sources [30]. For example, a UX 
researcher might have interview transcripts and survey data that 
they want to combine, analyze, and present. Similarly, a marketing 
professional might need to brainstorm and create content, disperse 
the content, and generate and summarize reports. In these kinds of 
workfows, future systems will need to support users in connecting 
the data sources and generated outputs throughout the workfow. 
End-user programming may be one way to support these needs, 
such as ‘if this then that’ 5, which could allow users to import the 
data they need and set up their own fows. Yet, we know little about 
how to integrate LLM-based tools into these contexts. 

5.2.3 Support LLM oversight. Across both current and future de-
scriptions of LLM usage for work, participants described using 
LLMs for ideas, drafting, and as an assistant. However, due to the 
importance of work outputs and the unpredictable nature of gen-
erative AI, workers need to oversee LLM outputs. Overseeing the 
outputs could range from a quick check to extensive editing, leading 
to extra work regardless of whether it is tedious or a signifcant 
efort. We suggest that future systems for knowledge workers pro-
vide support for workers to oversee and modify LLM outputs in 
ways that minimize efort while ensuring the necessary quality of 
work. 

5.3 Limitations 
We have several limitations in our methods: 1) our population and 
2) not specifying or capturing the LLMs used. We completed this 
survey internally at one large international technology company. 
While we recruited broadly across the company, including non-
technical roles, many of our participants (45%) did have a technical 
role. Our population is also heavily North American, Western Euro-
pean, and Asian. Though many had knowledge or experience with 
LLMs, some did not, which may have limited their ability to imagine 
how LLMs could help them in the future. Further, the particular 
company we recruited from had policies in place limiting use of 
some LLMs for work purposes due to privacy concerns. We do not 
capture the particular LLMs used, in order to provide anonymity to 
our participants and the systems used. 

6 CONCLUSION 
We present a survey of knowledge workers’ current uses and future 
desired uses of LLMs for four categories of LLM adoption. About a 
quarter of participants used LLMs at work (work-use), primarily 
requesting creation of templates or starting points of code or text 
that they then planned to modify. Outside of work (personal-use), 
participants often asked LLMs for ideas on a variety of specialized 
domains, while those who had only experimented with LLMs (tried-
it) wanted to see how an LLM would answer questions. Participants’ 
future visions of using LLMs involved automation and having the 
LLMs integrated into their data and workfows. We contribute to 
discussion of adoption of LLMs and designing LLM-based tools for 
workers. 

5https://ifttt.com/ 
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Table 4: Participant demographics of all participants (n=216). We list all job roles in the table with more than one participant 
listing them. Participants also listed several other roles, like content creation, education, audit, communications, operations, 
strategy, content writing, contract preparation, procurement, and proposal management. 

Work Location (select one) # % 
North America 
Europe 
Asia 
South America 
Oceania 
Africa 

136 
47 
22 
5 
3 
3 

63% 
22% 
10% 
2% 
1% 
1% 

AI experience (select all that apply) # % 
Tried consumer AI tools 
Use consumer AI systems regularly 
Closely follow AI news 
Some work experience/education 
Work related to AI 
Signifcant AI work experience 
Don’t know much about it 

151 
92 
86 
69 
53 
26 
17 

70% 
43% 
40% 
32% 
25% 
12% 
8% 

Job Responsibility (select all that apply) # % 
Technical 97 45% 
Design 41 19% 
Sales 35 16% 
Research 28 13% 
Analyst 27 12% 
User Research 24 11% 
Marketing 24 11% 
Management 18 8% 
Customer Service 15 7% 
Product/project Management 12 6% 
Administrative 10 5% 
Human Resources 6 3% 
Executive 4 2% 
Finance 3 1% 
Copy editing 3 1% 
Consulting 3 1% 
Legal 2 1% 
Accounting 2 1% 
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